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ABSTRACT: Digital image correlation as a well-established strain measurement technique is 
commonly employed for material characterization purposes. However, several parameters should 
usually be decided by users to attain accurate results with minimum processing time while there are 
few definite recommendations for the selection of these parameters. In the present study, the optimum 
setting of digital image correlation parameters is examined in order to minimize the processing time and 
sensitivity to the selection of parameters, and practical directions are advised to improve the efficiency 
of the technique. The performance of a typical analysis for the derivation of strain field and measurement 
of tensile modulus of a unidirectional carbon/epoxy composite laminate subjected to monotonic loading 
is experimentally assessed. The influence of setting parameters on the accuracy of measurement and 
the computational time required for the process is examined. The mutual influence of these parameters 
is also analyzed and discussed. Comparison of results shows the sensitivity of outputs to the selection 
of investigating parameters i.e. subset radius, subset spacing, and region of interest. The results show 
that an efficient gain from the maximum available region of digital images reduces the sensitivity of the 
analysis to these parameters. Moreover, the error introduced to the results is slightly increased by the 
increase of subset spacing while this influence can be diminished by enlarging the subset radius.  
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1- Introduction
Digital Image Correlation (DIC) as a noncontact optical 

technique enables full-field surface strain measurement of 
an object by correlating the digital images taken during the 
loading of that object. This technique is increasingly being 
employed in various engineering applications thanks to its 
simple experimental setup and reasonably-priced equipment 
[1-4].

One of the potential applications of the DIC technique 
is in the domain of material characterization. Despite the 
rapid development of different materials including glass 
and carbon fiber-reinforced polymer–matrix composites, 
techniques for characterization of their constitutive properties 
have had limited advance [5]. Conventional measurement 
techniques are usually employing a resistance strain gauge 
and extensometer. In fact, the strain measured by a strain 
gauge or an extensometer is the average strain in a small 
area/length of an object. Therefore, in order to measure the 
strain at several points, a number of gages must be installed 
on the surface which is a cumbersome and expensive task. 
Full-field-deformation measurement techniques are more 
flexible than conventional methods for the derivation of 
stress–strain relations [5]. Various non-contact methods 
have been developed for full-field strain measurements 
such as non-interferometric techniques and a number of 
variant interferometric techniques [6]. The interferometric 

methods, in addition to a coherent light source isolated in 
the laboratory condition, require fringe processing and phase 
analysis techniques to assess the deformation. However, 
non-interferometric techniques such as DIC techniques, in 
general, demand simpler requirements under experimental 
conditions and specimen preparation [6]. 

The application of the DIC technique for strain assessment 
in the characterization of nonlinear interlaminar shear stress–
strain response of a Short-Beam Shear (SBS) test composed 
of glass/epoxy tape was a successful experiment [7]. An 
accurate test method was developed by Yihong et al. [2] 
for the assessment of nonlinear shear stress–strain relations 
of thick composite materials using DIC and finite element 
analysis. Mechanical properties of a hybrid composite under 
tensile loading were also characterized using a strain gauge 
and DIC technique [8, 9]. 

Nevertheless, there are several parameters influencing 
the accuracy of the strain field computed by the DIC 
technique which can be categorized into two classes. The 
first class includes the parameters which are associated with 
the equipment and setting, such as the quality of speckle 
patterns [10], light source, resolution of images, and imaging 
noise [11]. In general, it is recommended to use higher-
resolution images to minimize measurement error [12]. Other 
image features such as noise which causes mean bias error 
(systematic error) should be considered although this error 
may be neglected in comparison with standard deviation *Corresponding author’s email: r_sarfaraz@sbu.ac.ir
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error (random error) [12]. The quality of the speckle pattern 
is another parameter influencing the accuracy of strain 
calculation [10-14]. The surface subjected to analysis must 
contain some visible contrast between the background and 
speckle color to recognize its pixels’ track easily [14]. The 
effects of surface painting on the image and pattern quality 
were investigated by applying different methods for painting 
the object’s surface. Based on this study, it is claimed that 
the airbrush leads to more accurate results than the spraying 
method. Moreover, patterns with a white background have 
a flatter distribution of speckle sizes rather than those with 
black background [12]. Another research also shows that by 
increasing the density of speckles in subsets, measurement 
error and the uniqueness of patterns declined. In other word, 
as concluded in [15], subsets must contain enough unique 
and identifiable features to achieve a reliable and accurate 
displacement determination. 

The second class of parameters, called calculation 
parameters, for instance, the subset size [15-18], speckle size 
[10, 11], correlation criterion [19, 20], subset shape function 
[21], and interpolation scheme [21] could affect the accuracy 
of results during the calculation of strain. Crammond et al. [12] 
proved that calculation parameters can affect the strain field 
more than speckle patterns. Throughout the analysis process, 
the surface of an object is divided into a grid which involves 
interrogation cells or subsets which contain finite pixels to 
be analyzed by the DIC technique. The effect of subset size 
on calculated strain field has been studied based on empirical 
observations, however, there is no common agreement on the 
most appropriate setting of subset size to be more practical for 
various case studies [22]. It can be inferred from these studies 
that the optimum subset size is the smallest possible subset 
size which does not lead to noisy strain data and accurately 
approximates the deformation field using first- and second-
order subset shape functions. This conclusion is based on the 
fact that a larger subset size tends to have a smoothing effect 
[22]. Besides, it was shown that the accuracy of displacement 
measured for three different surface paintings with different 
sizes of speckle patterns increased when subset sizes 
increased although for the same subset sizes surface patterns 
with larger visible image contrast provides more accurate 
results [15]. However, increasing the subset size results in 
lower computational performance due to the time required for 
the solution of respective equations, and therefore the subset 
size should have an upper limit. The compromise between 
subset size, accuracy, noise, and computational efficiency is 
more difficult for nonhomogeneous displacement fields that 
both lower and limits exist for the subset size [18].

In spite of the fact that the aforementioned parameters 
significantly affect the outputs of the DIC technique, existing 
studies do not provide straightforward recommendations 
for the optimum setup of the DIC parameters, and a trial-
and-error process is usually required. In the current study, 
the influence of these parameters on the accuracy of strain 
field measurement is investigated in the context of material 
characterization application. An open-source 2-D DIC 
program, known as Ncorr and developed at the Georgia 

Institute of Technology, was employed for the analyses. In 
addition to the speckle size, called the Region Of Interest 
(ROI) in this program, two parameters known as subset 
spacing and subset radius size in this program are also studied. 
As the speckle pattern quality, namely the speckle pattern 
entropy and identifiable features in a definite subset radius 
can also affect the accuracy of the measured strain field, 
the sizes of the speckle pattern are intentionally changed. 
The tensile elastic modulus of carbon/epoxy specimens 
is calculated by using the DIC technique and the results 
are compared with the measurements of a conventional 
extensometer. In addition to the accuracy of measurements, 
the influence of alteration in these parameters on the required 
processing time is also assessed. The present study is aimed 
to propose explicit recommendations regarding the optimum 
setting of DIC parameters, based on the experimental results, 
in order to minimize the processing time while reducing the 
sensitivity to the selection of parameters.

2- Experimental Program
The material characterization is conducted on a 

unidirectional composite laminate constituent of the low-
temperature cure carbon/epoxy prepreg SE70 lamina from 
Gurit ST™ with a nominal thickness of 0.2 mm for each 
layer. The laminate composed of ten layers of prepreg lamina 
was fabricated by the vacuum bag method. The lay-ups were 
cured for about 12 hours at 78°C under vacuum with a heating/
cooling rate of nearly 0.5 °C/min. The cured laminates with 
approximately 2 mm thickness were cut to create totally five 
specimens in the transverse direction with an overall length 
of 175 mm. The detailed dimensions of the specimens are 
presented in Table 1. 

The specimens were painted white as the background 
color followed by a black spray to create visible and 
distinguishable features on the surface as shown in Fig. 1 As 
has been stated in Ref. [12], airbrush provides better results 
than spraying, however, when a white color is chosen as the 
background, the differences between airbrush and spraying is 
marginally decreased.

An image processing script was employed to characterize 
the speckle patterns. The average feature size and the 
corresponding standard deviation calculated for each 
specimen are presented in Table 1. A representative statistical 
distribution of feature size is also shown in Fig. 2

The experiments were performed following the standard 
ASTM D3039-08 [23]. The specimens were loaded in 
uniaxial tension using an MTS hydraulic testing machine 
under a cross-head speed of 2 mm/min. The applied load and 
displacement were continuously recorded by a 100 kN load 
cell and the cross-head position respectively. The strain along 
the loading direction was also measured using a 634.25 MTS 
axial extensometer. A high-resolution CCD camera connected 
to a computer was used to capture 12-bit, 1392×1040 pixel 
digital images of the speckle pattern painted on the specimens 
(see Fig. 1). Details of the image acquisition system and all 
settings employed for the DIC analysis are provided in Tables 
2 and 3.
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(a) 

 

(b) 

Fig. 1. (a) Experimental setup and (b) illustrations of speckle pattern on the surface of 

specimens. 

 

 

 

 

 

 

 

Fig. 1. (a) Experimental setup and (b) illustrations of speckle pattern on the surface of specimens.

Table 1. Dimensions of specimens and characteristics of speckle patterns and measured modulus of elasticity by 
the extensometer

Table 1. Dimensions of specimens and characteristics of speckle patterns and measured 

modulus of elasticity by the extensometer 

Specimen 

ID. 

Width 

(mm) 

Thickness 

(mm) Speckle pattern  
Modulus of elasticity 

(GPa) 

   
Average 

feature size 
(micron) 

Standard 
deviation 
(micron) 

 
 

Secant Method 

 

Curve fitting 
method 

T1 20.40±0.06 2.06± 0.00 620 346  7.1495 7.1462 

T2 20.60±0.02 2.03± 0.01 521 263  7.3685 7.3724 

T3 20.00±0.05 2.02± 0.00 448 210  7.4294 7.4354 

T4 20.10±0.02 2.03± 0.00 527 270  7.2228 7.2242 

T5 20.10±0.04 2.04± 0.00 529 260  7.3162 7.3131 
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Fig. 2. Statistical distribution of pattern feature size for specimen T5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Statistical distribution of pattern feature size for specimen T5

Table 2. Details of the image acquisition systemTable 2. Details of the image acquisition system 

CCD Camera Guppy F-146B camera 12bit 

Resolution 1392×1040 

Cell size 4.65 µ 

Lens Cosmicar TV lens 1.4/25 mm 

Lens Aperture f/8 

Field-of-View (FOV) 25×20 mm×mm 

Stereo-Angle Single camera with straight imaging 

Pattern Technique Using black spray to make speckled pattern on the white 

background 

Stand-off Distance 80 cm 

Image Acquisition Rate 1 Hz 
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3- Selected Parameters Influencing the Performance of 
the DIC Technique

Three parameters influencing the outputs of DIC analysis 
are investigated in the following, i.e. region of interest, subset 
size, and subset spacing. This terminology refers to the 
convention defined in the Ncorr program and may be denoted 
with different terms in various programs and references. 
Therefore, the definition of these terms and their admitted 
influence on the DIC results are briefly explained.

3- 1- Region of interest
Region of Interest (ROI) is a subdivision of an image 

being processed by the DIC technique and its size can be 
from a few pixels up to the whole image. Commonly, in many 
commercial programs, this region is primarily delimited by 
the user at the beginning of the correlation procedure and 
introduced to the DIC program. Increasing the size of ROI 
demands extra computational resources while by decreasing 
its size, much information may be lost or it may lead to a 
wrong analysis [24]. 

In order to study the influence of ROI size on the analysis, 
three different sizes are examined; 12.5%, 25%, and 50% of 
the area of whole images in a squared-shaped form located 
at the center of images as presented in Fig. 3 In this part of 
the study, the subset spacing takes the values of 2, 6, and 10 
pixels and subset radiuses are 12, 24, 36, 48, and 60 pixels. 
On the basis of these results, the most appropriate size of ROI 
is determined and the rest of the parametric studies are carried 
out based on the selected size. 

3- 2- Subset Radius
When the ROI is introduced into the program in the 

subset-based DIC programs such as Ncorr, this region must be 

divided into smaller areas which are called subsets. Subsets, in 
the Ncorr program, are initially defined as a group of adjacent 
areas in a circular form that includes integer pixel locations 
in the reference image [25]. The radius of these circles, as 
shown in Fig. 4, is called subset radius (SR) and is the same 
for all subsets in an analysis. As it has been mentioned in 
the manual of the software, appropriate sizing of the subset 
radius is the main component of DIC analysis which has to 
be optimized iteratively using a heuristic process due to its 
influence on the performance of the analysis [22]. The subset 
radius size which is studied in the following sections varies 
in the range of 10 to 60 pixels with a step size of 10 leading 
to in total of six different subset radiuses.

3- 3- Subset spacing
Subset spacing (SS) is a calculation parameter that 

determines the distance between two consecutive subsets in 
the region of interest. As it is shown in Fig. 5, the highlighted 
dots represent the location of subsets centers. Therefore, 
by decreasing the subset spacing, the number of subsets 
that must be analyzed is increased. According to reviewed 
literature, small subset spacing enhances the quality and 
accuracy of outputs while the processing time is significantly 
increased. The subset spacing in Ncorr program can range 
from 0 to 10. In the current study, the subset spacing of 2, 
3, 4, 6, 8, and 10 pixels are studied. Therefore, a total of 36 
cases are studied in combination with various subset radius 
sizes and compared with experimental data recorded by the 
extensometer. For more clarity, a unified label is defined for 
all case studies as SSx-SRy where SS and SR stand for subset 
spacing and subset radius respectively, and x/y represents 
their corresponding values. 

Table 3. Details of the DIC analysis system and corresponding parameter settings

 

Table 3. Details of the DIC analysis system and corresponding parameter settings 

DIC Software Georgia Institute of Technology, Ncorr, Version 1.2 .2. 

Image Filtering Not used 

Subset Radius Changing from 10 to 60 pixels for this study 

Subset Spacing Changing from 2 to 10 pixels for this study 

Matching Correlation Criteria Normalized Cross Correlation (NCC) 

Interpolant Bi-quintic B-splines 

Strain Formulation Green-Lagrangian 
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Fig. 3. Representation of three different sizes of ROI regarded on images.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Representation of three different sizes of ROI regarded on images. 

 

Fig. 4. Representation of two different subset radiuses (a) SR=60 and (b) SR=10 in a 

reference image  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Representation of two different subset radiuses (a) SR=60 and (b) SR=10 in a reference image 

 

Fig. 5. Illustration of (a) subset spacing of 3 pixels and subset radius of 60 pixels and (b) 

subset spacing of 3 pixels and subset radius of 10 pixels 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Illustration of (a) subset spacing of 3 pixels and subset radius of 60 pixels and (b) subset spacing of 3 pixels 
and subset radius of 10 pixels
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4- Results and Discussion
The stress-strain curves derived by variation of DIC 

parameters are compared with the extensometer results in 
Fig. 6 for specimens T1 to T5. The DIC results, including 
36 curves in each graph, are clustered in a small width band 
with few notable features. Apparently, in all specimens, this 
bandwidth is widened as the stress level is increased. Also, 
the DIC curves are not as smooth as the curves acquired by 

the extensometer. The roughness of curves varies between the 
specimens with the smoothest one presented by specimen T2. 
In general, a moderate deviation can be recognized between 
the DIC results and the extensometer measurements except for 
specimen T2 where a fairly well accordance can be observed. 
In order to quantify the error introduced by applying different 
settings for the DIC analysis, an error index is defined by Eq. 
(1), 

  

  

 
Fig. 6. Comparison of stress-strain curves acquired by DIC analysis (including 36 curves in 

each graph by applying different parameters setting) and extensometer for specimens (a) 

T1, (b) T2, (c) T3, (d) T4, and (e) T5. 

 

 

 

 

 

Fig. 6. Comparison of stress-strain curves acquired by DIC analysis (including 36 curves in each graph by applying 
different parameters setting) and extensometer for specimens (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.



A. Zarei Aziz and R. Sarfaraz, AUT J. Mech. Eng., 6(4) (2022) 545-560, DOI: 10.22060/ajme.2022.20714.6015

552

 

Fig. 5. Illustration of (a) subset spacing of 3 pixels and subset radius of 60 pixels and (b) 

subset spacing of 3 pixels and subset radius of 10 pixels 

 

4. Results and Discussion 

The stress-strain curves derived by variation of DIC parameters are compared with 

the extensometer results in Fig. 6 for specimens T1 to T5. The DIC results, 

including 36 curves in each graph, are clustered in a small width band with few 

notable features. Apparently, in all specimens, this bandwidth is widened as the 

stress level is increased. Also, the DIC curves are not as smooth as the curves 

acquired by the extensometer. The roughness of curves varies between the 

specimens with the smoothest one presented by specimen T2. In general, a moderate 

deviation can be recognized between the DIC results and the extensometer 

measurements except for specimen T2 where a fairly well accordance can be 

observed. In order to quantify the error introduced by applying different settings for 

the DIC analysis, an error index is defined by Eq. (1),  

1
, ,

 

n

i
i Ncorr i Extensometer

n
Error index

 
==

−
             (1)    (1)

where i ,Ncorrε  and i ,Extensometerε  are the strains 
calculated by the DIC and the strains measured by the 
extensometer respectively and n is the number of images. In 
the current study, an equal number of images are employed 
for the analyses.

4- 1- Influence of region of interest 
The effect of ROI size on the outputs of DIC analysis 

is examined for two representative specimens T1 and T2 
which visually demonstrate erroneous and accurate cases 
respectively. Error indices are calculated using Eq. (1) for all 
combinations of subset spacing (2, 6, and 10 pixels), subset 
radius (12, 24, 36, 48, and 60 pixels), and ROI of 12.5%, 25%, 
and 50% of the image size. In order to examine the influence 
of each parameter on the variation of error-index, for both 
specimens, the Standard Deviations (STD) of computed error 

indices for fixed values of SS and SR are calculated and 
plotted in Fig. 7 Apparently, the results corresponding to the 
ROI size of 12.5% systematically display the highest STDs 
independent of the size of SS and SR. In contrast, the curves 
related to the highest ROI size present the least variation 
and much better consistency among the results calculated 
at different settings for SS and SR. Therefore, regardless of 
the overall accuracy of the results, increasing the ROI size 
reduces the sensitivity of the DIC analysis to the variation 
of SS and SR. Therefore, the largest ROI size, which is 50% 
of the image size, is selected as the reference size for the 
subsequent analyses, aware of its time penalty.

4- 2- Influence of subset radius 
The influence of subset radius on the induced error 

is studied from two aspects i.e. the strain calculation error 
and the error induced in the determination of “modulus of 
elasticity” as one of the most important parameters in the 
material characterization domain. The results and discussions 
regarding these aspects are detailed in the following two 
subsections.

  

  

Fig. 7. Variation of STD in terms of (a) subset spacing for specimen T1 (b) subset spacing 

for specimen T2 (c) subset radius for specimen T1 and (d) subset radius for specimen T2. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Variation of STD in terms of (a) subset spacing for specimen T1 (b) subset spacing for specimen T2 (c) subset 
radius for specimen T1 and (d) subset radius for specimen T2.
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4- 2- 1- Influence on the strain error
Variations of error indices in terms of SR at constant 

values of SSs are shown in Fig. 8 for all specimens. The 
curves do not present any specific trend except that the level 
of error independent of the size of SS and SR is different 

between specimens; being the highest for T1 and T3 and the 
lowest for T2, consistent with the curves presented in Fig. 
6 Therefore, considering the growth of computation time 
required for analysis with small SSs, choosing of a large SS 
would improve the efficiency of the DIC analysis.

  

  

 

Fig. 8. Variation of error index at different SSs in terms of SR for specimens (a) T1, (b) T2, (c) 

T3, (d) T4, and (e) T5. 
 

 

 

 

 

Fig. 8. Variation of error index at different SSs in terms of SR for specimens (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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Fig. 9. Variation of error in calculated modulus of elasticity at different SSs in terms of SR 

for the specimen (a) T3 using fitting method (b) T2 using fitting method (c) T3 using 

secant method (d) T2 using secant method. 
 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Variation of error in calculated modulus of elasticity at different SSs in terms of SR for the specimen (a) T3 
using fitting method (b) T2 using fitting method (c) T3 using secant method (d) T2 using secant method.

4- 2- 2- Influence on the modulus of elasticity
The modulus of elasticity is calculated for specimens 

T2 and T3 representatives of the best and worst cases based 
on two methods; i.e. the fitting method (the slope of a line 
fitted to the entire range of the stress-strain data) and the 
secant method (the slope of the line passing through the 
points corresponding to 1000 and 3000 μmm/mm strain). 
Minimum and maximum of calculated modulus of elasticity 
corresponding to different subset radiuses are given in Table 
4. The percentage of difference between the moduli calculated 
from DIC analysis and the extensometer, ΔE, computed for 
these specimens are presented in Fig. 9 

An apparent difference between the curves is observed in 
Figs. 9a and 9c corresponding to specimen T3. The difference 
among the curves representing various SSs is higher at small 
SRs and it is diminished as the SR is increased. The error 
can reach approximately 9% using the fitting method (Fig. 

9a) and more than 10% employing the secant method (Fig. 
9c) However, in specimen T2, without any common trend, 
the error level remains less than 3% for any alteration in 
parameters. Therefore, it can be inferred that enlarging the 
SR suppresses the sensitivity of the analysis to the variation 
of SS although this tip demands more computational time. 
The significance of this conclusion is particularly highlighted 
when the user is not aware of the quality of the speckle pattern 
and other parameters that may affect the results and make the 
analysis insensitive to these variables.

4- 3- Influence of subset spacing
Similar to the study carried out for the influence of SR, 

in the following subsections, the effect of SS on the error 
related to the calculation of strains and the error induced in 
the determination of modulus of elasticity are investigated.
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4- 3- 1- Influence on strain error 
Variations of error indices with respect to SS at different 

SRs are presented in Fig.10 In all specimens, the difference 
between the error indices at and small values of SS, 
particularly at SS=2 pixels, is trivial. However, the difference 

is slightly amplified as the subset spacing is increased and 
more dependency on the size of SR is observed. Moreover, 
variation of the SR would not result in any specific change 
in the error-index, although choosing a smaller SR would 
reduce the computational time.

  

  

 

Fig. 10. Variation of error index at different SRs in terms of SS for specimens (a) T1, (b) T2, 

(c) T3, (d) T4, and (e) T5. 

 

 

 

 

 

Fig. 10. Variation of error index at different SRs in terms of SS for specimens (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.
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Table 4. Minimum and maximum calculated modulus of elasticity corresponding to different subset radiuses (units in GPa)
Table 4. Minimum and maximum calculated modulus of elasticity corresponding to different 

subset radiuses (units in GPa) 

Figure No. 
SR10 SR20 SR30 SR40 SR50 SR60 

Min Max Min Max Min Max Min Max Min Max Min Max 

Fig. 9a 6.74 7.34 6.98 7.18 7.16 7.23 6.98 7.31 6.99 7.29 7.25 7.34 

Fig. 9b 7.48 7.58 7.34 7.50 7.33 7.53 7.33 7.56 7.33 7.56 7.37 7.53 

Fig. 9c 6.65 7.28 7.03 7.23 7.21 7.27 7.25 7.34 7.26 7.34 7.30 7.39 

Fig. 9d 7.37 7.57 7.21 7.43 7.19 7.48 7.19 7.52 7.22 7.53 7.25 7.50 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4- 3- 2- Influence on the modulus of elasticity
Both methods for computation of modulus of elasticity 

are applied to specimens T2 and T3 to examine the effect 
of SS on the analysis error. The minimum and maximum 
calculated modulus of elasticity corresponding to different 
subset spacings are given in Table 5. The calculated errors 
for specimen T3 as presented in Figs. 11a and 11c show that 
at small SS, the error calculated by both methods is relatively 
high especially for small SR, reaching approximately 10%. 
However, the sensitivity to SS size is significantly decreased 
as the SR is enlarged. This argument is not applied to the 
results acquired for specimen T2 where the overall error is as 
low as 3% and no regular trend is observed between different 
settings of parameters. Therefore, it can be recognized that 
adjusting the SR to a large value reduces the sensitivity of 
the outputs to the SS size which is a very important factor 
especially when the quality of the image and the speckle 
pattern is susceptible. 

4- 4- Influence on computation time
The computation time for DIC analysis is recorded for 

all analyses as presented in Fig. 12 the decrease of subset 
spacing significantly results in an increase in the computation 
time. As well, the required processing time, almost linearly, 
increases as the SR is enlarged. Therefore, keeping SS and 
SR at their highest values enables the most efficient analysis 
in terms of time, while suppressing any influence from 
poor speckle patterns contributing to the calculation error. 
However, it can be noticed from the presented trends in the 
figures that the influence of SS size on the computation time 
is magnified at large SR sizes, for instance, the decrease of SS 
size from 10 to 2 at SR=60 leads to approximately 12 times 
increase in the computation time while at small SRs the size 
of SS does not play an important role in the processing time.   
5- Conclusions

The performance of a typical DIC analysis for the 
derivation of strain field and measurement of material 

properties of a composite laminate subjected to monotonic 
loading was assessed by comparing its results with data 
recorded by a conventional extensometer. The influence of a 
couple of DIC setting parameters on the accuracy of analysis 
was studied. The following conclusions can be drawn from 
this investigation,

The increase in ROI size reduces the sensitivity of the 
analysis to the setting parameters although it demands more 
computational resources. The calculated errors in the strain 
field corresponding to analyses with the largest ROI size 
exhibit the least variation with respect to the changes in 
subset radius and subset spacing. 

Enlarging the subset radius may not affect the overall 
strain error, however, it diminishes the sensitivity of the 
computed modulus of elasticity to the subset spacing. Also, 
the increase in subset spacing leads to a minor increase in 
error which is usually obscured by other errors. 

Enlarging the SR and decrease of SS result in the increase 
of required processing time. However, compromising the 
time cost and accuracy while having the minimum sensitivity 
to the DIC parameters and image quality, adjusting large SRs 
and SSs are recommended for a typical DIC analysis in order 
to determine the material properties at low strain rates.
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Fig. 11. Variation of error in calculated modulus of elasticity at different SRs in terms of SS 

for the specimen (a) T3 using fitting method (b) T2 using fitting method (c) T3 using 

secant method (d) T2 using secant method. 
 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Variation of error in calculated modulus of elasticity at different SRs in terms of SS for the specimen (a) T3 
using fitting method (b) T2 using fitting method (c) T3 using secant method (d) T2 using secant method.

Table 5. Minimum and maximum calculated modulus of elasticity corresponding to different subset spacings 
(units in GPa)

Table 5. Minimum and maximum calculated modulus of elasticity corresponding to different 

subset spacings (units in GPa) 

 

Figure No. 
SS 2 SS 3 SS 4 SS 6 SS 8 SS 10 

Min Max Min Max Min Max Min Max Min Max Min Max 

Fig. 11a 6.74 7.31 7.03 7.27 6.96 7.25 7.07 7.30 7.17 7.27 7.18 7.34 

Fig. 11b 7.37 7.57 7.33 7.50 7.34 7.58 7.33 7.46 7.38 7.53 7.33 7.52 

Fig. 11c 6.65 7.35 6.91 7.32 6.87 7.31 7.08 7.35 7.19 7.34 7.21 7.38 

Fig. 11d 7.25 7.57 7.19 7.44 7.20 7.53 7.19 7.37 7.26 7.50 7.20 7.53 
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 Fig. 12. Computation time recorded for DIC analysis at different parameter settings for 

specimens (a) T1, (b) T2, (c) T3, (d) T4, and (e) T5.   
 

 

 

 Fig. 12. Computation time recorded for DIC analysis at different parameter settings for specimens (a) T1, (b) T2, 
(c) T3, (d) T4, and (e) T5.  
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