Nonlinear Free Transverse Vibration Analysis of Beams Using Variational Iteration Method
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ABSTRACT: In this study, Variational Iteration Method is employed so as to investigate the linear and non-linear transverse vibration of Euler-Bernoulli beams. This method is a very powerful approach with a high convergence speed providing an analytical and semi-analytical solution to the linear equations and is able to be extended to present semi-analytical solution to the non-linear ones. In this method, firstly, Lagrange’s multiplier and Initial Function should be chosen. The suitable choice of these two elements would effectively affect the convergence speed. In this attempt, in addition to presenting a discussion on how to choose these two functions appropriately, the calculated frequencies in the non-linear state are compared with the available results in the literature, and the accuracy and convergence speed are studied, as well.

1- Introduction

The problem of linear and nonlinear vibration of a beam with a clamped-clamped boundary condition at both ends has been considered in a huge number of studies. In these studies, for linear problems, different numerical and analytical methods have been employed. In nonlinear ones, however, due to the larger amplitudes, researchers tend to apply numerical approaches to obtain the frequencies and mode shapes. The purpose of this study is to present Variational Iteration Method (VIM) which is capable of predicting the free vibration behavior of the beam with a larger amplitude as well as giving semi-analytical response for nonlinear ones. VIM is a powerful method which has both high accuracy in calculations and high convergence speed. It presents analytical and semi-analytical solutions for linear and nonlinear equations, respectively. J. H. He offered Such a method for the first time, in 1999 [1-5], and afterwards, it was used for various equations, including Fokker-Planck equation [6], quadratic Riccati differential equations [7], nonlinear heat transfer equations [8,9], ordinary nonlinear differential equations [10], fourth-order parabolic equations [11], wave equations [12], and singular fourth-order parabolic partial differential equations [13].

Over the last few years, this method has become a very powerful means to solve complicated equations. Y. Liu and C.S. Gurram [14], investigated the free vibration of Euler-Bernoulli beams and calculated the natural frequencies for different boundary conditions using VIM. They also demonstrated the high convergence speed for this method. He [15] presented variational approach to limit the cycles of nonlinear oscillators. He [16] also suggested Hamiltonian approach to obtain approximate frequency–amplitude relationship of a nonlinear oscillator with acceptable accuracy. The nonlinear free vibration of an oscillator consisting mass and spring was studied by M. Baghani, et al. [17], and the results were compared by those obtained through Homotopy analysis method, which showed a perfect accuracy of the results. In an another attempt, Y. Huang and H. Liu [18], by combining VIM and Homotopy methods, presented a modified VIM which then was used to solve Van Der Pol equations. S. Siddiqi, M. Ifitikhar [19], conducted another research and tried to solve seventh order boundary value problems by using He’s polynomials and VIM. Moreover, they presented some examples to express the method and to put emphasis on its high convergence speed. Using a nonlinear example, H. Jafari [20] made a comparison between Successive Approximate Method and VIM and concluded that the results have a complete agreement with each other. Later, A. Al-Sawoor and M. Al-Amr [21] carried out a study to solve the reaction-diffusion system through presenting the modified VIM, and reached to the point that the proposed method has a higher convergence speed compared to that of VIM method and would consequently be more suitable for the fast reversible reaction. Wave-like and heat-like equations in large domains were then studied by H. Ghanai and M. Hosseini [22]. Their approach was to combine VIM with one auxiliary parameter. Y. Chen et al., [23] looked into natural frequencies of marine risers by variational iteration method. M. Daechi and M.T. Ahmadian [24] converted the nonlinear partial differential equation of motion to a set of coupled ordinary differential equations using the Galerkin technique and analyzed the nonlinear vibration of transversely vibrated beams with large slenderness and immovable ends using the Variational
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in a broad range of engineering fields is a very powerful
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accuracy and the convergence speed, and finally, the results
and semi-analytical solutions for the linear vibration of beams
but also in simplifying the governing equations, which in
Function. In this article, there is a relationship between these
which could be considered as a negative point. In previous
lead to the increase of calculation and decrease of accuracy,
whom had a higher convergence speed than Adomian, gained more interests. Those researchers
who have worked on both methods have also confessed to
this fact [14].

The purpose of this study is to express VIM as a new
method which is capable of presenting accurate responses
with a high convergence speed for both linear and nonlinear
equations. VIM has been used in a wide variety of articles.
The importance of choosing Lagrange’s multiplier and Initial
Function has always been a controversial issue since the
proper choice of them can tremendously affect the accuracy
and convergence. Improper choice of them, however, can
lead to the increase of calculation and decrease of accuracy,
which could be considered as a negative point. In previous
articles, Lagrange’s multiplier and Initial Function were
calculated separately. The simplest function which could
satisfy the boundary conditions would be considered as Initial
Function. In this article, there is a relationship between these
two functions in a way that firstly one of them is chosen and
then the next function will be calculated. For this purpose, to
solve the linear problem, Laplace transformation is applied.
This could be useful not only in determining Initial Function
but also in simplifying the governing equations, which in
turn can lead to the decrease of calculation remarkably. In
the nonlinear state, using linear solution, the relationship
between Lagrange’s multiplier and Initial Function is gained.
To this end, first this method is described, and then analytical
and semi-analytical solutions for the linear vibration of beams
under different boundary conditions are presented. Next, the
nonlinear vibration of beams is investigated as well as the
accuracy and the convergence speed, and finally, the results
are compared with those achieved through DQM and FEM.

2- Basic Idea of Variational Iteration Method (VIM)
VIM, which has recently received a great deal of attention
in a broad range of engineering fields is a very powerful
method for solving a wide variety of linear and nonlinear
equations. In this study, this method has been employed so
do to calculate the natural frequencies of linear and nonlinear
Euler-Bernoulli beam.
In order to describe the fundamental idea of it, consider
the following nonlinear equation [28-29]:

\[ Lu(\zeta) + Nu(\zeta) = g(\zeta), \]  

In which \( L \) is a linear operator, \( N \) is a nonlinear operator
and \( g(\zeta) \) is a definite function. In this method, the correctional
function is defined as below [28-29]:

\[ u_{n+1}(\zeta) = u_n(\zeta) + \int_0^\zeta \mu (L u_n(\eta) + N u_n(\eta) - g(\eta)) d\eta, \]  

In which \( \mu \) is the Lagrange’s multiplier which should be
determined by variation theory and \( u_n \) is considered as the
limited variation. In other words, \( \delta u_n = 0 \). \( u_0(\zeta) \) is also the
possible Initial Function for the unknown parameters.
The important issue in this method is to determine the proper
Initial Function and Lagrange’s multiplier in order to start the
trend for solving the problem because the suitable choice of
these two elements would effectively affect the convergence
speed. It is necessary to explain clearly how to determine the
most optimal coefficients. Determining coefficients is a part
of the novelty of the present work that will be shown in the
following.

3- Vibration Analysis for Linear Euler-Bernoulli Beam
3-1 Governing Equations
Considering a beam with a uniform cross-section and defining
non-dimensional parameters (4), the governing differential
equation for the free linear vibration of Euler-Bernoulli will be
as (3) [30]:

\[ \frac{d^4W}{d\zeta^4} - \lambda^4W = 0, \]  

\[ \zeta = \frac{x}{L}, \quad W = \frac{Y}{L}, \quad \lambda^4 = \frac{E \pi \rho L^4}{EI}, \]  

Where \( \lambda \) is the non-dimensional natural frequency, \( \rho \) is the
density, \( S \) is the transverse cross section, \( E \) is Young’s module,
\( I \) is the moment inertia of the beam cross section, \( L \) is the
length of the beam, and \( W \) is the transverse displacement of
the beam.

3-2 Solving the Linear Equation with VIM
Comparing equations (1) and (3) and using equation (2), the
correctional function will be stated as follows [14]:

\[ W_{n+1}(\zeta) = W_n(\zeta) + \int_0^\zeta \mu \left[ \frac{d^2W_n(\eta)}{d\eta^2} - \lambda^4W_n(\eta) \right] d\eta. \]  

In order to solve the equation by VIM, it is needed to
determine the Lagrange’s multiplier \( \mu \) and the Initial Function
\( W_0(\zeta) \) whose calculation trend is seen in the following.
Using integration by parts, equation (5) could be rewritten
as below:

\[ W_{n+1}(\zeta) = W_n(\zeta) + \int_0^\zeta \left[ \mu W_n^{(3)}(\eta) - \mu W_n^{(4)}(\eta) \right] d\eta + \int_0^\zeta \left[ \mu^{(4)} - \lambda^4 \mu \right] W_n(\eta) d\eta. \]  

By applying variation to the both sides of equation (6) with
respect to \( W_n \) the result will be:

\[ \delta W_{n+1}(\zeta) = \delta W_n(\zeta) + \mu \delta W_n^{(3)}(\zeta) \]
\[ - \mu \delta W_n^{(4)}(\zeta) + \mu^{(4)} \delta W_n(\zeta) \]
\[ - \lambda^4 \mu \delta W_n(\zeta) + \int_0^\zeta \left[ \mu^{(4)} - \lambda^4 \mu \right] \delta W_n(\eta) d\eta. \]  
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If $\delta W_{s_{\varepsilon_{\theta}}} (\zeta) = 0$, $W (\zeta)$ will be minimum or maximum. In other words, the left side of the equation (7) should be zero. In this situation, the stationary condition obtained from relationship (7) will be as follows [33]:

$$\mu \bigg|_{\varepsilon_{\theta}} = 0,$$

(8-a)

$$\mu^{(1)} \bigg|_{\varepsilon_{\theta}} = 0,$$

(8-b)

$$\mu^{(2)} \bigg|_{\varepsilon_{\theta}} = 0,$$

(8-c)

$$1 - \mu^{(3)} \bigg|_{\varepsilon_{\theta}} = 0,$$

(8-d)

$$\mu^{(4)} - \lambda^4 \mu = 0.$$  

(8-e)

Lagrange’s multiplier could be gained through the above-mentioned equations. If the obtained Lagrange’s multiplier satisfies equations (8-a) to (8-e), an analytical solution would be possible for the equation and this Lagrange’s multiplier is unique, and if it satisfies the first four ones, yet does not satisfy equation (8-e), thus the response will be semi-analytical and this multiplier is not unique.

3- 2-1 Semi-analytical response
Considering equations (8-a) to (8-d), the obtained Lagrange’s multiplier will be as follows [14]:

$$\mu = \frac{(\eta - \zeta)^3}{6}.$$  

(9)

Inserting equation (9) into equation (5), the correctional function will be:

$$W_{s_{\varepsilon_{\theta}}} (\zeta) = W_s (\zeta) + \frac{c_1}{6} \int_0^\zeta \left[ d \frac{W_s (\eta)}{d \zeta} - \lambda^4 W_s (\eta) \right] d \eta.$$  

(10)

In order to start the calculations from equation (10), the Initial Function ($W_0 (\zeta)$) is needed. It could be different functions as long as it satisfies the boundary conditions at the beginning of the beam. It is a normal practice to consider the first few terms of Maclaurin Series as the Initial Function [22,23]. Laplace transform is used to simplify and find the proper Initial Function. Applying Laplace transform to both sides of equation (10), and showing transverse displacement $W$ in Laplace space with $\tilde{W}$, it could be concluded:

$$\tilde{W}_{s_{\varepsilon_{\theta}}} (s) = \tilde{W}_s (s) - \left[ \frac{1}{s^4} \left[ (s \tilde{W}_s (s) - W (0)s^3 - W ' (0)s^2 - W'' (0)s - W''' (0)) - \lambda^4 \tilde{W}_s (s) \right] \right],$$

(11)

Simplifying the above relationship, we have

$$\tilde{W}_{s_{\varepsilon_{\theta}}} (s) = \frac{W (0)s^3 + W ' (0)s^2 + W'' (0)s + W''' (0)}{s^4} + \frac{\lambda^4}{s^5} \tilde{W}_s (s),$$

(12)

Now, with applying inverse Laplace, we will have:

$$W_{s_{\varepsilon_{\theta}}} (\zeta) = W (0) + W ' (0)\zeta + W'' (0)\frac{\zeta^2}{2} + W''' (0)\frac{\zeta^3}{6} - \int_0^\zeta \left[ (\eta - \zeta)^3 \right] \lambda^4 W_s (\eta) d \eta.$$  

(13)

Therefore, the correctional function will be in the form of equation (14):

$$W_{s_{\varepsilon_{\theta}}} (\zeta) = W_0 (\zeta) - \int_0^\zeta \left[ (\eta - \zeta)^3 \right] \lambda^4 W_s (\eta) d \eta,$$  

(14)

In which $W_0 (\zeta)$ is the Initial Function, and is presented by relationship (15):

$$W_0 (\zeta) = W (0) + W ' (0)\zeta + W'' (0)\frac{\zeta^2}{2} + W''' (0)\frac{\zeta^3}{6},$$

(15)

By defining coefficients ($c_1 - c_4$), relationship (15) can be rewritten as the following relationship. The coefficients will be subsequently calculated through applying boundary conditions to the both ends of the beam.

$$W_0 (\zeta) = c_1 + c_2 \zeta + \frac{c_3}{2} \zeta^2 + \frac{c_4}{6} \zeta^3.$$  

(16)

Consequently, considering relationship (14), it is concluded:

$$W_1 (\zeta) = W_0 (\zeta) - \int_0^\zeta \left[ (\eta - \zeta)^3 \right] \lambda^4 W_s (\eta) d \eta,$$

$$W_2 (\zeta) = W_0 (\zeta) - \int_0^\zeta \left[ (\eta - \zeta)^3 \right] \lambda^4 W_s (\eta) d \eta,$$

$$W_3 (\zeta) = W_0 (\zeta) - \int_0^\zeta \left[ (\eta - \zeta)^3 \right] \lambda^4 W_s (\eta) d \eta,$$

...  

And the final result will be:

$$W (\zeta) = W_4 (\zeta).$$  

(18)

In the latter relationship, the value of $k$ is chosen based on the required accuracy. The accuracy considered for calculating the non-dimensional frequency $\lambda$ is defined according to the following relationship

$$| \lambda^4 - \lambda_{\varepsilon_{\theta}}^4 | < \varepsilon,$$  

(19)

Where $k$ is the number of correctional function iteration, $j$ is the number of the mode, and $\varepsilon$ represents the required accuracy.
3-2-2 Analytical response

To obtain the analytical response of the equation (3) through VIM, first, the Lagrange’s multiplier is required. Equations (8-a) to (8-e) should be taken into consideration so as to find the Lagrange’s multiplier, which is presented below:

\[
\mu = \frac{1}{2\lambda^2} \left[ \sinh(\eta - \zeta) - \sin(\eta - \zeta) \right].
\]  

(20)

Substituting relationship (20) for equation (5), the correctional function will be as follows:

\[
W_{s+1}(\zeta) = W^s(\zeta) + \int_0^{\eta} \left[ \frac{1}{2\lambda^2} \left( \sinh(\eta - \zeta) - \sin(\eta - \zeta) \right) \right] \frac{d^2W^s(\eta)}{d\eta^2} - \lambda^4 W^s(\eta) \, d\eta.
\]  

(21)

Likewise, Laplace transform is used to simplify and find the proper initial function.

\[
\tilde{W}_{s+1}(s) = \tilde{W}^s(s) - \left( \frac{1}{s + \lambda^2} \right) \left[ (s \tilde{W}^s(s) - W(0)s^3) - W'(0)s^2 - W''(0)s - W'''(0) \right].
\]  

(22)

Simplifying the above relationship, we have

\[
\tilde{W}_{s+1}(s) = \frac{W(0)s^3 + W'(0)s^2 - W''(0)s + W'''(0)}{s^3 - \lambda^2},
\]  

(23)

Now, by applying inverse Laplace, it is concluded.

\[
W_{s+1}(\eta) = \frac{W(0)\lambda^2 - W''(0)}{2\lambda^3} \sin(\lambda\zeta) + \frac{W'(0)\lambda^2 - W''(0)}{2\lambda^3} \cos(\lambda\zeta) + \frac{W'(0)\lambda^2 + W'''(0)}{2\lambda^3} \sinh(\lambda\zeta) + \frac{W(0)\lambda^2 + W'''(0)}{2\lambda^3} \cosh(\lambda\zeta).
\]  

(24)

By deleting the integral from the correctional equation, there is no need for iteration and the obtained function in relationship (25) would be the analytical response for relationship (3), for which the coefficients will be gained through applying boundary conditions to the both ends of the beam.

\[
W(\zeta) = \sum_{i=1}^{4} f_i(\zeta, \lambda)c_i,
\]  

(26)

In which \(f_i\) is a function of \(\zeta\) and \(\lambda\).

Now, considering the four boundary conditions at both ends of the beam, the natural frequencies \(\lambda\) could be found. In the following, the way of calculating the frequencies for clamped-clamped boundary condition is presented. The boundary condition for such a beam is presented below.

\[
\begin{align*}
W(0) &= \frac{dW}{d\zeta}(0) = 0, \\
W(1) &= \frac{dW}{d\zeta}(1) = 0,
\end{align*}
\]  

(27)

(28)

Using relationship (16) or (25) and the relationship (27), one can obtain:

\[
\begin{align*}
W(0) &= c_1 + c_2(0) + c_3(0) + c_4(0) = 0 \Rightarrow c_1 = 0, \\
\frac{dW}{d\zeta} &= c_1(0) + c_2 + c_3(0) + c_4(0) = 0 \Rightarrow c_2 = 0.
\end{align*}
\]  

(29)

Relationship (26) will consequently be simplified in the following form:

\[
W(\zeta) = f_1(\zeta, \lambda)c_1 + f_4(\zeta, \lambda)c_4.
\]  

(30)

Now, considering the two mentioned conditions in (28) and utilizing (30), it is concluded:

\[
\begin{align*}
W(1) &= f_1(1, \lambda)c_1 + f_4(1, \lambda)c_4 = 0, \\
\frac{dW}{d\zeta} &= f_1'(1, \lambda)c_1 + f_4'(1, \lambda)c_4 = 0, \\
\Rightarrow f_1'(1, \lambda)c_1 + f_4'(1, \lambda)c_4 &= 0.
\end{align*}
\]  

(31)

Hence, equaling the obtained matrix determinant zero in relationship (31), the characteristic equation will be gained by:

\[
\begin{pmatrix}
f_1(1, \lambda) & f_4(1, \lambda) \\
f_1'(1, \lambda) & f_4'(1, \lambda)
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_4
\end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]  

(32)

For other boundary conditions, the same procedure will be suitable.

4- Vibration Analysis for Nonlinear Euler-Bernoulli beam

4-1- Governing equations

Consider a uniform beam made by homogenous isotropic material without damping. Figure one shows the geometry of the beam in which \(u\) and \(w\) represent the axial and transverse displacement of the beam, respectively. Therefore, the strain-displacement relationship and curvature-displacement of the beam can be shown below [30,31]:

\[236\]
\( \varepsilon_i = \frac{\partial u}{\partial x} + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2 \), \( \kappa_i = \frac{\partial^2 w}{\partial x^2} \). \quad (33)

Considering relationship (33), the axial force could be expressed below [30,31]:

\[
N(x,t) = ES \left[ \frac{\partial u}{\partial x} + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2 \right].
\]

In which \( E \) is the Young's module and \( S \) is the transverse cross section.

Assuming that the beam does not have any axial displacement at both ends, or in other words, \( u(0,t) = u(L,t) = 0 \), the axial force \( N \) is independent of \( x \) and only dependent on \( t \). Therefore, it could be written [30-33]:

\[
N(t) = \frac{ES}{2L} \int_0^L \left( \frac{\partial w}{\partial x} \right)^2 dx.
\]

Considering the above assumption, the Kinetic energy \( K \) and strain energy \( U \) of the beam will be expressed below [30]:

\[
K + U = \frac{1}{2} \int_0^L \rho S \left( \frac{\partial w}{\partial t} \right)^2 dx + \frac{1}{2} L \int_0^L N^2 \frac{d}{dt} dx.
\]

Now employing the separation of variables, the displacement would be considered by two functions, one is the function of the time and the other a function of the place which are multiplied

\[
w(x,t) = Y(x) T(t),
\]

Substituting relationship (41) for equation (40), the above relationship will be presented below:

\[
K + U = \frac{\rho S}{2} \left( \int_0^L \left( \frac{dY}{dx} \right)^2 dx \right) \left( \frac{dT(t)}{dt} \right)^2 + \frac{EI}{2} \left( \int_0^L \left( \frac{dT}{dx} \right)^2 dx \right) T^2(t) + \frac{ES}{8L} \left( \int_0^L \left( \frac{dT}{dx} \right)^2 dx \right) T^4(t) = cte.
\]

In order to make the relationship (42) non-dimensional, these parameters should be considered.

\[
\zeta = \frac{x}{L}, R = \sqrt{\frac{\rho S}{E}} W = \frac{Y}{R}, t = t \sqrt{\frac{EI}{\rho SL^4}}.
\]

Applying the mentioned parameters in relationship (43) to equation (42), it is concluded

\[
K + U = \frac{EIR^2}{2L^3} \left( \int_0^L W^2(\zeta) d\zeta \right) \left( \frac{dT}{d\zeta} \right)^2 + \frac{EIR^2}{2L^3} \left( \int_0^L \left( \frac{dW}{d\zeta} \right)^2 \right) \left( \frac{dT}{d\zeta} \right)^2 + \frac{EIR^2}{8L^3} \left( \int_0^L \left( \frac{dW}{d\zeta} \right)^2 \right) \left( \frac{dT}{d\zeta} \right)^2 + \frac{EIR^2}{8L^3} \left( \int_0^L \left( \frac{dW}{d\zeta} \right)^2 \right) \left( \frac{dT}{d\zeta} \right)^2 T^4(t) = cte.
\]

Now equation (44) could be simplified in the form of equation (45)

\[
T^2(t) + A_1 T^2(t) + A_2 T^4(t) = cte.
\]

Parameters \( A_1, A_2 \) in this equation, are expressed below:

\[
A_1 = \frac{1}{2} \int_0^L \left( \frac{d\zeta}{d\zeta} \right)^2 d\zeta, \quad A_2 = \frac{1}{4} \int_0^L \left( \frac{dW}{d\zeta} \right)^2 d\zeta.
\]

By applying derivatives at the both sides of equation (45) with respect to \( \zeta \), it is concluded
Similarly, for nonlinear Euler-Bernoulli beams with clamped-supported ends, the governing differential equation is:

\[ \ddot{\tilde{T}}(\tilde{t}) + \Lambda_T \tilde{F}(0) + 2\Lambda_T T^3(\tilde{t}) = 0. \]  

(47)

Therefore, equations (47) will represent the governing differential equation for nonlinear Euler-Bernoulli beams [35].

There are two differences in investigating the linear and nonlinear vibration by VIM. The first one is that the governing equation in linear state is investigated according to the position of \( x \), while in that of nonlinear it is written according to the time. The second difference lies in linear equations, the boundary conditions will be applied after VIM whereas in nonlinear ones first the boundary conditions will be applied and then VIM will be employed [14,35]. Considering equation (41), the function \( Y(x) \), or the non-dimensional form of it \( W(x) \), should have the characteristics of mode shapes. Thus, \( W(x) \) should be chosen in a way that satisfies the boundary conditions at both ends of the beam. Then, the numerical value of the coefficients will be gained by relationship (46).

The boundary condition for the nonlinear Euler-Bernoulli beam with simply supported ends will be expressed below:

\[
W(0) = \frac{d^2W}{d\zeta^2}(0) = 0, \\
W(1) = \frac{d^2W}{d\zeta^2}(1) = 0.
\]  

(48)

There are different functions that can satisfy the abovementioned boundary conditions in relationship (48). In this study, one of the simplest functions used in equation (49) is employed:

\[ W = \sin(\pi \zeta). \]  

(49)

This function could also be obtained from the linear mode shape mentioned in relationship (25). Now using equation (49) and the relationship (46), the parameters \( \Lambda_1, \Lambda_2 \) will be gained for a beam with simply supported ends.

\[ \Lambda_1 = \pi^4, \quad \Lambda_2 = \frac{\pi^4}{8}. \]  

(50)

Similarly, for nonlinear Euler-Bernoulli beams with clamped-clamped boundary conditions, we have

\[
W(0) = \frac{dW}{d\zeta}(0) = 0, \\
W(1) = \frac{dW}{d\zeta}(1) = 0.
\]  

(51)

The function stated in relationship (52) satisfies the abovementioned boundary conditions

\[ W = \frac{1}{2}(1 - \cos(2\pi \zeta)), \]  

(52)

Now using function (52) and relationship (46), the parameters \( A_1, A_2 \) for a clamped-clamped beam will be obtained below

\[ \Lambda_1 = \frac{16\pi^4}{3}, \quad \Lambda_2 = \frac{\pi^4}{6}. \]  

(53)

4-2- Solving the nonlinear equation using VIM

Comparing relationships (1) and (47) and according to relationship (2), the correctional function will be stated as follows:

\[
T_{e, s}(\tilde{t}) = T_s(\tilde{t}) + \int_0^1 \left[ \frac{d^2T_s(\eta)}{d\eta^2} + \Lambda_s T_s(\eta) + 2\Lambda_s T_s(\eta^2) \right] d\eta.
\]  

(54)

To solve the equation through VIM, Initial Function, and Lagrange’s multiplier will be necessary for this purpose. The boundary condition will be considered below.

\[ T(0) = A, \quad \dot{T}(0) = 0, \]  

(55)

Therefore, the Initial Function which satisfies relationship (55) will be considered as follows:

\[ T_0 = A \cos(\lambda \tilde{t}). \]  

(56)

To find Lagrange’s multiplier in nonlinear problems, the linear terms are just considered. Therefore, applying by part integration to the linear terms of the relationship (54), it could be rewritten:

\[
T_{e, s}(\tilde{t}) = T_s(\tilde{t}) + \int_0^1 \left[ \mu T_s'(\eta) - \mu^{(1)} T_s(\eta) \right] \frac{d\eta}{\eta},
\]  

(57)

Applying the variation to both sides of the equations (57) with respect to \( T_s(\tilde{t}) \), it results as follows:

\[
\delta T_{e, s}(\tilde{t}) = \delta T_s(\tilde{t}) + \mu \int_{\eta_{e, s}}^{\eta_{e, f}} \delta T_s' - \mu^{(1)} \int_{\eta_{e, s}}^{\eta_{e, f}} \delta T_s \frac{d\eta}{\eta} \]  

(58)

In order to put \( T_s(\tilde{t}) \) in minimum or maximum condition, it is needed that \( \delta T_{e, s}(\tilde{t}) = 0 \). In other words, the left side of equation (58) should equal zero. Therefore, the obtained stationary conditions from equation (58) will be:

\[ \mu \bigg|_{\eta_{e, f}} = 0, \]  

(59-a)

\[ 1 - \mu^{(1)} \bigg|_{\eta_{e, f}} = 0, \]  

(59-b)

\[ \mu^{(2)} + \Lambda_s \mu = 0. \]  

(59-c)

Considering the stated conditions in relationships (59-a) to (59-c), the Lagrange’s multiplier will be [28]:

\[ \mu = \frac{1}{\sqrt{\Lambda_1}} \sin(\sqrt{\Lambda_1}(\eta - \tilde{t})). \]  

(60)
In order to find the relationship between the Lagrange's multiplier and Initial Function, the linear terms of equation (47) are considered, it results in the following:

\[ T' \ddot{u}(t) + \Lambda T(\ddot{u}(t)) = 0 \Rightarrow T' \ddot{u}(t) = -\Lambda T(\ddot{u}(t)) \]  

(61)

Substituting equation (56) for equation (61), we will have:

\[ T' \ddot{u}(t) = -\Lambda A \cos(\ddot{u}(t)) \]

(62)

In order to avoid the creation of secular terms in the next iteration, the first term of \( T_1(\dot{u}) \) is neglected and by putting the coefficients of \( \cos(\dot{u}(t)) \) in equation (56) and (62) equal to zero, the following relation is found [35]:

\[ \Lambda = \dddot{\dddot{u}}. \]

(63)

Putting (63) in (60), Lagrange's multiplier will be:

\[ \mu = \frac{1}{A} \sin(\dddot{\dddot{u}}(\eta - \dddot{u})). \]

(64)

Using relationships (54), (64), the correctional function is:

\[ T_{n+1}(\dot{u}) = T_1(\dot{u}) + \int_0^1 \left( \frac{1}{A} \sin(\dddot{\dddot{u}}(\eta - \dddot{u})) \right) d\eta. \]

(65)

Considering (56) as Initial Function and employing (65), the second function will be gained:

\[ T_2(\dot{u}) = A \cos(\dddot{u}(t)) + \int_0^1 \left( \frac{1}{A} \sin(\dddot{\dddot{u}}(\eta - \dddot{u})) \right) d\eta \Rightarrow \]

\[ T_2(\dot{u}) = A \cos(\dddot{u}(t)) - 2A \Lambda_3 \cos(\dddot{u}(t)) \]

(66)

Equating the secular term made in (66) zero, the vibration frequency is calculated:

\[ \dddot{\dddot{u}} = \sqrt{\Lambda + 1.5A_2 \dot{\dddot{u}}^2}. \]

(67)

Using the same procedure, considering the stated correctional function in (65), and using \( T_1(\dot{u}), T_2(\dot{u}) \) are obtained. This trend should be followed to reach the required accuracy. It should be noted that in order to find the response with the required accuracy there is no need to iterate a lot and one or two iterations would be enough.

5- Results and Conclusions

In this article, VIM, as a new method, is used in order to investigate the linear and nonlinear vibration of Euler-Bernoulli beams and the accuracy and convergence speed are investigated, as well.

First, in order to investigate the accuracy and convergence speed in linear problems, semi-analytical responses are used. Since there is a total agreement between linear analytical responses and other analytical responses available in other methods, the issue of investigating the accuracy is illogical. Moreover, since in linear analytical solution using VIM the response will be achieved through only one iteration, the issue of investigating convergence speed will be irrational as well. Table 1 illustrates the non-dimensional natural frequency obtained from semi-analytical response for Euler-Bernoulli beams with clamped-clamped boundary conditions for different iterations of the correctional equation.

As can be seen in Table 1, by increasing the number of iterations, the result will converge to real values so that the first non-dimensional natural frequency will have 0.0001 accuracy after the fourth iteration. Also, second, third and fourth frequencies will have the same accuracy after the sixth, eighth and tenth iteration, respectively. Therefore the convergence is highly suitable in this method.

<table>
<thead>
<tr>
<th>k</th>
<th>( \dddot{u} )</th>
<th>( \dddot{u} )</th>
<th>( \dddot{u} )</th>
<th>( \dddot{u} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>4.7300</td>
<td>7.8532</td>
<td>10.9956</td>
<td>14.1371</td>
</tr>
</tbody>
</table>

Tables 2 and 3 will show the proportion of non-dimensional linear frequency to that of nonlinear one for two different boundary conditions.

Table 2 demonstrates the results of this proportion for different values of maximum vibration amplitude for simply supported boundary condition and the results are compared with the closed form results of DQM and FEM, which shows an acceptable accuracy of the results obtained from VIM. Table 3 presents the same results for the beam with clamped-clamped boundary conditions.

As in nonlinear problem, the optimized Lagrange’s multiplier and Initial Function are used, the maximum extent of convergence is expected. In all nonlinear responses presented here, two iterations are used because the second iteration will bring about the required convergence and its difference with the third will be extremely small.
In this article, the function of VIM in analyzing the linear and nonlinear vibration of the beam is investigated, and it is seen that this method has the proper accuracy and convergence. VIM is capable of presenting analytical and semi-analytical solutions for linear problems. The proper choice of Lagrange’s multiplier and Initial Function will play a key role in this method. Semi-analytical results presented in the linear state show that the obtained values will converge to the accurate values quickly in a way that the first and second frequencies will reach the accuracy of four decimal after four and six iterations, respectively. In order to investigate the ability of this method in nonlinear problems, the nonlinear vibration of Euler–Bernoulli beams is also studied for two different boundary conditions. VIM presents semi-analytical responses to nonlinear problems. In this article, although the Lagrange’s multiplier satisfies all the exploited stationary conditions, since the employed mode shapes are related to the linear equations, the responses will be semi-analytical. Finally, the results are compared with some those of other methods, including DQM and FEM and the proper accuracy is presented, as well.
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